ABSTRACT - Learning problems commonly exhibit an interesting feedback mechanism wherein the population data reacts to decision makers' actions. This is the case for example when members of the population respond to a deployed classifier by manipulating their features so as to improve the likelihood of being positively labeled. In this way, the population is manipulating the learning process by distorting the data distribution that the learner can access. In this talk, I will present some recent modeling frameworks and algorithms for dynamic problems of this type, rooted in stochastic optimization and game theory.
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